
• The model parameters are shared across the LM objectives (i.e., bidirectional LM, 

unidirectional LM, and sequence-to-sequence LM). We use different self-attention 

masks to control the access to context for each word token. The right-to-left LM is 

similar to the left-to-right one, which is omitted in the figure for brevity.

• Pre-training tasks

• Unidirectional LM: the context of the masked word to be predicted consists of 

all the words on its left/right (like GPT, but using masked LM)

• Bidirectional LM: the context consists of the words on both the right and the left 

(same in BERT)

• Sequence-to-sequence LM: the context of the to-be-predicted word in the target 

sequence consists of all the words in the source sequence and the words on 

the its left in the target sequence

• Data: Wikipedia (11G) + BookCorpus (4G)

• Abstractive Summarization

• Document -> summary: sequence-to-sequence fine-tuning

• Question Answering (QA)

• Extractive QA: classify answer spans

• Generative QA: generate answers as a sequence-to-sequence model

• Question Generation

• Generate a question that asks for the given passage and answer

• Question generation based on UniLM improves question answering results

• Dialog Response Generation

• multi-turn conversation history + document -> response

• GLUE Benchmark

• a collection of nine language understanding tasks, including question 

answering, linguistic acceptability, sentiment analysis, text similarity, paraphrase 

detection, and natural language inference

Unified Language Model Pre-training for Natural 

Language Understanding and Generation

Abstract
• Comparison between language model (LM) pre-training objectives:

• The unified LM is jointly pre-trained by multiple language modeling objectives, 

sharing the same parameters. We fine-tune and evaluate the pre-trained unified LM 

on various datasets, including both language understanding and generation tasks.

Github Link:

Overview

• Adding simple task-specific layers upon UNILM

• Fine-tuning several epochs on the downstream task

• Natural language understanding tasks (e.g., classification, and sequential labeling)

• Fine-tune UniLM as a bidirectional Transformer encoder

• Natural language generation tasks

• Fine-tune UniLM as a sequence-to-sequence model

UniLM Fine-tuning 

ExperimentsUniLM Pre-training

Unified Modeling: shared Transformer network and utilizing 
specific self-attention masks to control what context the prediction 
conditions on

Unified Pre-training: cloze-style tasks for language model (LM) pre-training
• Left-to-right unidirectional LM
• Right-to-left unidirectional LM
• Bidirectional LM
• Sequence-to-sequence LM

Unified Fine-tuning: UNILM (the same model) can be fine-tuned as a 
unidirectional decoder, a bidirectional encoder, or a sequence-to-sequence 
model to support various downstream natural language understanding and 
generation tasks
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